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Abstract
To discover the Higgs boson and interesting new physics the Large Hadron Collider (Lhc)
was built at Cern. It began physics operation in 2010 with reduced centre-of-mass
energy and is upgraded during a shut-down in 2013-14 to reach its nominal centre-of-mass
energy and luminosity, resulting in increased irradiation and hit occupancy of the physics
experiments at the Lhc. To prepare the Pixel detector of the Atlas general-purpose
detector for operation under these tougher conditions the Insertable B-Layer (Ibl) project
was established, developing a fourth and innermost layer of the Pixel detector. This
new layer consists of improved n-in-n planar silicon sensors and newly developed 3D
silicon sensors, and as well newly developed Front-End read-out chips (FE-I4). The
characteristics of these chips have to be carefully analysed in testbeams (TB) and labs to
ensure precision and accuracy of the measurements once installed in Atlas.
This bachelor thesis examines the timewalk in the FE-I4, which is the time difference

between registration of differently sized charges by the FE-I4, corresponding to different
amounts of energy deposited in the sensor. Measurements are done using a lab set-up
resembling a testbeam, containing a radioactive source and a Trigger Logic Unit (TLU).
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1. Introduction

The scientific search for the fundamental particles of our universe and their interactions
has led physicists to the Standard Model of Particle Physics. Even though this well tested
model describes all particles observed to date as well as three fundamental interactions
between them many unanswered questions, and for decades untested predictions, remain.
To continue the search with higher precision and greater scope the Large Hadron Collider
(Lhc) was built at the European Centre for Nuclear Research (Cern). It is the highest
energy particle collider ever built and designed to reach very high luminosities to gener-
ate a large amount of data in a short time. Four large experiments are located at the
Lhc. One of these is the Atlas experiment, a large general-purpose particle detector for
proton-proton collisions described in Chapter 2.

After a first long shut-down in 2013–14 the Lhc will operate at its nominal centre-of-
mass energy and luminosity, increasing the irradiation and hit occupancy of the detectors.
To prepare the Atlas Pixel detector for these tougher conditions the Insertable B-Layer
Project (Ibl) was established, designing a fourth and innermost pixel layer inserted in
between the current Pixel detector and a smaller beampipe. The modules developed for
the Ibl are described in Chapter 3.

These new modules have to be closely examined and tested in testbeams and labs. The
lab set-up described in Chapter 4 was designed to closely resemble the data acquisition
systems used in testbeams. Chapter 5 describes the analysis framework developed to
evaluate the data produced by the data acquisition.

The property examined is the timewalk, a characteristic of the read-out electronics.
It causes hits to be registered with a small delay, whose size depends on the energy of
the particle detected by the sensor. The method used to examine the timewalk and the
measurements are explained and presented in Chapter 6.
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2. The Large Hadron Collider and
the Atlas Experiment

This chapter summarizes the current state of particle physics as described by the Standard
Model of Particle Physics (SM). It also gives a short introduction to the Large Hadron
Collider (Lhc) and the Atlas Experiment, designed to test the predictions made by the
SM and to possibly extend it by discovering new physics.

2.1. The Standard Model of Particle Physics

The Standard Model of Particle Physics (SM, Figure 2.1) is to date the most comprehen-
sive and best tested model of the elementary physics at work in our universe, describing
all known elementary particles and interactions between them. It contains twelve spin-
1/2 matter particles called fermions, subdivided into two groups of six particles each,
leptons and quarks [1]. The fermions are also organized in three generations combining
two particles of each subgroup. The particles of the first generation have the lowest mass
and cannot decay further, therefore called stable, They make up almost all observable
matter. Each particle has a partner with equal mass but opposite charge signs, called an
antiparticle.
The four spin-1 particles, called gauge bosons, mediate the three interactions described

by the SM. These are the electromagnetic force mediated by photons, the weak force
mediated by the vector bosons Z andW± and the strong force mediated by eight different
gluons. Which particles are affected by a certain force depends on the respective gauge
boson’s characteristics. Photons couple only to electrically charged particles, gluons to
particles carrying a colour charge, and the Z and W± to all fermions. Since the photon
is massless the range of the electromagnetic interaction is infinite, while the range of the
strong interaction, even though the gluons are also massless, is strongly limited due to
colour confinement. The range of the weak force is limited by the decay of the Z and
W±, occurring because they are massive particles, which results in a problem for the SM.
In theory the four gauge bosons should be massless to ensure local gauge invariance,
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2. The Large Hadron Collider and the Atlas Experiment

Figure 2.1.: Overview of the particles in the Standard Model of Particle Physics [2]

but experimentally the Z was shown to have a mass of mZ = (91.1876± 0.0021) GeV
and the W± to have a mass of mW = (80.385± 0.015) GeV [3]. To maintain local gauge
invariance the spin-0 Higgs boson, as part of the Higgs mechanism, was added to the SM
as the most probable way of keeping the model consistent. Finding the Higgs is one of
the main goals of the Lhc and Atlas and a complicated task, since the model does not
predict the Higgs’ mass and no decay exclusive to the Higgs. So far a Higgs-like boson
was found at a mass of approximately 125GeV, announced in July 2012 [4].

Multiple extensions of the SM, like Supersymmetry (SUSY), have been proposed, trying
to answer several questions left open by the current version of the SM. These extension
will be searched for and possibly examined using the Lhc as well.
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2.2. The Large Hadron Collider

2.2. The Large Hadron Collider

The Large Hadron Collider (Lhc) is the world’s largest circular particle collider, built in
the former Lep tunnel at Cern, Geneva, Switzerland. It was designed to explore new
physics and discover new particles by reaching an unprecedented centre-of-mass collision
energy of

√
s = 14 TeV, while maintaining a high luminosity of 1034 cm−2 s−1 to provide

the necessary statistical significance in the shortest time frame possible [5].
The target luminosity required a proton-proton collider, since the currently achievable

production rate of anti-protons is too small to sustain the targeted collision rate of 40MHz
of bunches containing 1.1 · 1011 particles each. To reach this rate at full luminosity, 2808
bunches will be circulated in two separate beampipes, required to circulate the equally
charged particles in opposite directions. The number of particles per bunch and the
achieved beam focusing result in more than 25 inelastic interactions per bunch crossing,
generating more than 1000 charged particles.
At the four interaction points the large Lhc experiments Atlas, Cms, Alice and

Lhcb are located. Atlas and Cms are general-purpose experiments, designed to gather
information on all physics examined at the Lhc, while Lhcb focuses on b-physics and
Alice on heavy ion collisions. It thus mainly operates when the Lhc circulates lead ions
in heavy ion mode.
So far the Lhc operated at a maximal centre-of-mass energy of 8TeV, due to technical

issues. It delivered an integrated luminosity of approximately L = 25 fb−1 [6]. In early
2013 it was shut down for upgrade and consolidation work, meant to enable operation at
nominal centre-of-mass energy and luminosity when resuming operation in 2015. Another
upgrade called High Luminosity-Lhc (Hl-Lhc) is scheduled for 2022, further increasing
the Lhc’s instantaneous luminosity by a factor of ten.

2.3. The Atlas Experiment

The Atlas experiment was designed as a general-purpose proton-proton experiment for
the Lhc [7]. The discovery of the origin of mass at the electroweak scale being a major
focus of interest, the detector was optimized to be sensitive to the largest possible Higgs
mass range. It was also optimized for detailed studies of top quark decays, SUSY searches
and sensitivity to large compositeness scales. This wide range of abilities demonstrates
the detector’s potential to discover unexpected new physics.
Since most interesting physics questions at the Lhc require high luminosity, the Atlas

experiment was designed to provide as many signatures of new physics as possible, using
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2. The Large Hadron Collider and the Atlas Experiment

electron, gamma, muon, jet and missing transverse energy measurements. During the
initial lower luminosity operation the experiment was meant to address more complex
signatures, including tau detection and heavy flavour tags, while at higher luminosities a
restricted set of signatures is to be studied.

2.3.1. Detector Design

To achieve the goals described above a number of basic design criteria were established.
These include very good electromagnetic and full-coverage hadronic calorimetry, high-
precision muon momentummeasurements, efficient tracking for high-pT lepton-momentum
measurements, electron and photon identification, τ -lepton and heavy-flavour identifica-
tion and full event reconstruction capability at lower luminosity. Other criteria were large
acceptance in pseudo-rapidity with almost full azimuthal angle coverage everywhere, and
triggering and measurements of particles at low-pT thresholds.
This was intended to provide high efficiencies for most physics processes of interest at

the Lhc, highlighting the general-purpose nature and versatility of Atlas.

Figure 2.2.: Overall layout of the Atlas general-purpose detector

The overall detector layout chosen to accomplish these goals is shown in Figure 2.2.
It consists of an Inner Detector (AID) extending to 1.15m from the beampipe and sur-
rounded by a thin superconducting solenoid. The solenoid itself is surrounded by the
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2.3. The Atlas Experiment

calorimeter system, extending to 4.25m from the beampipe. The calorimeters are en-
closed by the muon system, containing a large superconducting air-core toroid consisting
of independent coils arranged with an eight-fold symmetry. It provides the magnetic field
for the muon system and extends to 11m from the beampipe [8].

The Inner Detector

The AID surrounds the beampipe and interaction point with three subdetectors consisting
of several barrel layers and endcaps, allowing very precise measurements of the interaction
point’s and secondary decay vertices’ position. The innermost subdetector providing the
best spatial resolution is the Pixel detector (APD). It is surrounded by the Semiconduc-
tor Tracker (SCT), itself encased by the Transition Radiation Tracker (TRT). Combined,
the three subdetectors have a length of 7m, a diameter of 2.3m and provide a relative
momentum resolution of σ/p = (4.38± 0.16) · 10−4 GeV−1 · pT .

The APD (Figure 2.3) consists of three of the aforementioned barrel layers and two
endcaps, consisting of three disks each, on either side of the interaction point in beampipe
direction. It provides three space points per particle on average, The main components
are 1744 identical sensor-chip-hybrid modules, totalling approximately 8 · 107 pixels. Each
module contains a silicon sensor subdivided into 47 232 pixels, mostly 50 µm × 400 µm,
individually connected to 16 Front-End read-out chips (FE-I3). The FEs contain 2880
analogue pixels each, organized in 18 columns by 160 rows.
During the Lhc shut-down in 2013-14 the APD will be upgraded by inserting a fourth

barrel layer, called the Insertable B-Layer (Ibl, Chapter 3).

The SCT consists of four barrel layers and two endcaps with nine disks each. The
layers and disks are made of single sided p-in-n microstrip sensors glued back to back and
rotated by 40mRad to provide three-dimensional hit information, read out via 6.2 · 106

channels. A resolution of 16 µm is provided in the Rφ plane, and 580 µm in direction of
the beampipe.

The TRT is made of straw tubes, arranged parallel to the beampipe in the barrel layers
and perpendicular in the endcaps, providing a resolution of 170 µm per straw. Each tube
contains a sense wire and is filled with a gas mixture. It detects the photons emitted
when a particle traverses the wall of a tube. The amount of radiation depends on the
ratio of energy to mass of the particle, so e.g. electrons emit more radiation and can
be distinguished from heavier particles. Approximately 36 hits are recorded per particle,
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2. The Large Hadron Collider and the Atlas Experiment

Figure 2.3.: Engineering drawing of the Atlas Pixel detector in its global support frame

read out via 420 000 channels.
The AID sits in a 2T magnetic field created by a superconducting solenoid magnet,

measuring 5.6m long and 2.4m across. It is supplied with a current of 7600A and creates
an axial field of 2.6T peak strength.

The Calorimeter System

The Calorimeter system is a two part system designed to precisely measure the energy of
particles leaving the AID, and to stop all particles except for muons and neutrinos.
The inner part of the Calorimeter system is the electromagnetic calorimeter, a sampling

calorimeter made of lead absorbers and liquid Argon. The outer part is the hadronic
calorimeter, also a sampling calorimeter, but made of steel absorbers and plastic scintilla-
tors. To stop almost all particles both calorimeters are made approximately 25 radiation
length thick.

The Muon System

Since muons can leave the calorimeter a third detector, the Muon system, was built
surrounding the calorimeter. To measure the muon energy a magnetic field is required,
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2.3. The Atlas Experiment

created by a toroid magnet consisting of eight superconducting air-coils and two endcaps.
The coils are 25.3m long and extend from a radius of 9.4m to a radius of 20.1m, producing
a magnetic field of 3.9T peak strength, while the endcaps extend from a radius of 1.65m
to 10.7m and produce a magnetic field of 4.1T peak strength.
The muon system is a four part system consisting of Resistive Plate Chambers (RPC)

in avalanche mode in the barrel region and Thin Gap Chambers (TGC) in the endcap
regions for triggering. Precision measurements are made by Drift Tubes (MDT) made of
aluminium and filled with a gas mixture, designed to withstand high radiation doses, and
Cathode Strip Chambers (CSC) made of multi-wire proportional chambers. They provide
a spatial resolution of approximately 50 µm.
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3. The Insertable B-Layer Project

This chapter describes the Insertable B-Layer (Ibl) Project, an effort to prepare the
Atlas Pixel detector (APD) for the increased irradiation and pixel occupancy resulting
from current and future Lhc upgrades. The Ibl itself is a fourth and innermost pixel
layer, inserted into the existing APD during the Lhc shut-down in 2013-14. During this
time consolidation and upgrade work is done on the Lhc to allow operation at the nominal
centre-of-mass energy of

√
s = 14 TeV and high luminosities. Even higher luminosities

will be reached after the High Luminosity-Lhc (Hl-Lhc) upgrade in 2022, making the
Ibl project essential for the future of the APD [9].

3.1. The Ibl Design

In between the current APD and beampipe exists an 8.5mm radial gap, which will be
enlarged to 12.5mm by reducing the radius of the beampipe [10]. The reduction became
possible because the observed shifting of the Atlas cavern floor was smaller than sus-
pected. The enlarged free space allows for installation of a fourth pixel layer with full
coverage in the Rφ plane and only small gaps in z direction (along the beampipe). These
gaps cannot be avoided, since no space is available to tilt the modules in z direction
to create overlaps. Therefore, measures were taken to reduce the inactive edges of the
modules and the size of the guard rings to a minimum.
The design of the Ibl foresees the installation of 14 support structures, called staves,

around the beampipe, each holding 32 modules. They will be enclosed by an Ibl Support
Tube (IST), supporting the Ibl during installation and operation. All parts are thinned
as much as possible to reach the target radiation length of 0.015X0 [11]. A technical
drawing of the Ibl can be seen in Figure 3.1, showing three of the 14 staves.
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3. The Insertable B-Layer Project

Figure 3.1.: Technical drawing of a part of the Ibl, showing the placement of three staves in
between the beampipe and the current Atlas Pixel detector [10]

3.2. The Ibl Module Design

Two types of modules were developed for the Ibl, consisting of either n-in-n planar silicon
or 3D silicon sensors and Front-End I4 read-out chips (FE-I4). The planar sensor modules
consist of one sensor and two FEs (double-chip modules), while the 3D sensor modules
consist of one sensor and one FE (single-chip modules). Both provide the increased
radiation hardness and hit processing capabilities required by the Ibl specification as well
as individual advantages.

The planar sensors are based on a very mature technology and can be produced by many
vendors, resulting in foreseeable high yield, low cost and most likely quick optimization
based on previous experiences [12].
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3.2. The Ibl Module Design

The 3D sensors provide faster charge collection, need lower bias voltage after irradiation
and are generally more radiation hard than the planar sensors. They are challenged
by higher capacitance, efficiency loss under certain circumstances and manufacturability
concerns. The production of enough 3D sensors to cover 50% of the Ibl was started and
25% of the Ibl will actually be covered with 3D sensors, especially the high η (pseudo-
rapidity) regions.
Below the n-in-n planar silicon sensor and the FE-I4 read-out chip are described in

greater detail.

3.2.1. The n-in-n Planar Silicon Sensors

The Ibl sensors are made from silicon, a semiconductor. Therefore the behaviour of
particles in matter is described and the signal generation in semiconductors explained,
before describing the sensor itself.

Particles in Matter

Energy loss and scattering are the main effects on a particle travelling through matter.
The magnitudes of these effects differ depending on the charge and mass of the considered
particle, requiring a differentiated approach to the topic. To describe the energy loss of
heavy charged particles the Bethe-Bloch formula [13] with density effect correction δ and
shell correction C

−dE
dx = 2πNar

2
emec

2ρ
Z

A

z2

β2

[
ln
(

2meγ
2v2Wmax

I2

)
− 2β2 − δ − 2C

Z

]

is used, with the classical electron radius re = 2.817 · 10−15 m, the charge z of the
incident particle in units of the elementary charge e, the electron mass me, the density
ρ of the absorbing material, Avogrado’s number Na = 6.022 · 1023 mol−1, β = v/c of the
incident particle, the Lorentz factor γ = 1/

√
1− β2, the mean excitation potential I,

the atomic number Z of the absorbing material, the atomic weight A of the absorbing
material, and the maximum energy transfer in a single collision Wmax.
Regarding electrons and positrons the assumption of an undeflected projectile has to

be dropped and the indistinguishability of the projectile and target considered, leading
to the modified Bethe-Bloch formula

−dE
dx = 2πNar

2
emec

2ρ
Z

A

z2

β2

[
ln
(
τ 2(τ + 2)

2(I/mec2)2

)
+ F (τ)− δ − 2C

Z

]
,
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3. The Insertable B-Layer Project

where τ is the kinetic energy of the projectile in units of mec
2. Additionally the energy

loss by bremsstrahlung has to be considered, which amounts to

−dE
dx brems

= 2αNar
2
e

Z(Z + 1)
A

E ln
(183
Z2

)
,

where α is the fine-structure constant and E the energy of the incident particle. This
formula is also used to define the radiation length X0 as

X0 := A

2αNar2
eZ(Z + 1) ln(183/Z2) ,

which is the mean distance a high energy electron travels through a specific material
until it retains only 1/e th of its original energy.

Signal Generation in Semiconductors

The energy lost by the projectile ionizes the material it traverses, creating free positive
and negative charges collectable by applying an external electric field. While drifting
towards the respective electrode the moving charges instantaneously induce a charge on
read-out electrodes attached to the material. The amplitude of the induced charge can
be calculated as a function of time by applying the Shockley-Ramo theorem [14].
Since the induced charge depends on the amount of charges drifting towards the read-out

electrode it is beneficial to choose a material with low ionisation energy, high density and
high mobility of charges to gain large signals, good energy resolution, and high detection
rates. This is provided by semiconductors like silicon, used for the current APD as well
as the Ibl.
The desired low ionisation energy has the side effect of producing a large noise signal

from thermal electrons, easily excited to the conducting band. To counter this effect
atoms with an atomic number higher or lower than silicon are introduced into the crystal,
called either n- or p-doping. Applying a voltage to a p-n junction creates a depletion
zone at the boundary of the implantations, removing all free charge carriers when fully
depleted, and thus minimizing noise.

Ibl Sensor Design

The Ibl planar n-in-n silicon sensor consists of a 200 µm thick, lightly n-doped substrate
containing highly n+-doped implantations on the front side and a highly p+-doped im-
plantation on the back side [11].
The p+ implantation opposite of the pixel matrix is designed as a single large high

voltage pad separated from the cutting edge by a 350 µm wide strip consisting of 13 guard
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3.2. The Ibl Module Design

ring implantations, providing a controlled voltage drop from high voltage to ground. The
guard ring area is overlapped by the pixels as shown in Figure 3.2, determined to be
the design providing the slimmest edge possible while still allowing safe depletion before
irradiation.

Figure 3.2.: Schematic comparing the current Atlas Pixel detector’s (top) and Ibl’s (bottom)
sensor layout. In the Ibl design the pixels overlap the guard rings to minimize the
inactive edge [11]

The n+ implantation on the front side of the sensor is segmented into a pixel matrix of
80 columns by 336 rows of mostly 250 µm×50 µm pixels, matching the design of the FE-I4
read-out chip (Section 3.2.2). Only the outermost columns contain long pixels of 500 µm
length, which overlap the guard ring structure by 250 µm. The pixels are separated from
each other following the moderated p-spray concept. The entire matrix is surrounded
by an inactive edge region required to be (210± 10) µm wide, containing a 90 µm wide
bias grid ring and an edge implant (outer guard), ensuring an equal potential on the
surface outside the pixel matrix and the cutting edge. The bias ring is connected to the
bias grid, a structure prohibiting a floating potential on pixels with an open bump-bond
connection. In a fully functional module all pixels, the bias grid, and the outer guard are
bump-bonded to the FE-I4.
The sensor was shown to have good hit efficiency and remain operational after type

inversion, due to the depletion zone growing from the n+ implantation.

3.2.2. The Read-out Electronics

Described is the FE-I4A prototype IC (FE), changes planed for the FE-I4B production IC
are described at the end of the Section. First the specifications of the FE are discussed,
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3. The Insertable B-Layer Project

followed by descriptions of the analogue and digital architecture and the periphery em-
bedded in the hybrid read-out IC.

Specifications

The FE (Figure 3.3) is a pixel array consisting of 26 880 pixels in 80 columns in direction
of the beampipe and 336 rows in Rφ direction [11]. Measuring 18.8 mm× 20.2 mm when
diced, the FE is the largest ASIC designed for a HEP application so far, providing several
size related advantages. Most important are an improved active over total area ratio and
a reduced material budget, due to a highly integrated design. The pixel and feature size of
the FE were shrunk to a 250 µm× 50 µm pixel size and a 130 nm feature size bulk CMOS
process. This increased the digital circuitry density, allowing for an increased complexity
of the on chip digital circuits, enabling them to cope with higher hit rates. The smaller
feature size also increased the total ionizing dose (TID) radiation hardness to a 250MRad
rating, fitting the Ibl environment.

Figure 3.3.: Schematic of the FE-I4 read-out chip layout, enlarged are four analogue pixels
connected to a 4-Pixel Digital Region [11]

Most significant is the new pixel matrix architecture, storing data locally at the pixel
level until triggering and subsequent propagation of the trigger inside the pixel array.
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3.2. The Ibl Module Design

ToTCode 0-12 13 14 15
ToT [25 ns] ToTCode + 1 > 13 delayed hit no hit

Table 3.1.: Data encoded in the time-over-threshold as read out from the FE-I4 (ToTCode) [2]

This ensures the FE read-out to be efficient up to a luminosity of 3 · 1034 cm−2 s−1 at the
Ibl radius.

Analogue Electronics

The 26 880 pixels are organized in columns of 80 analogue pixels. Each pair of columns
has a digital double-column centred in between. Each pixel consists of an independent
analogue section (Figure 3.4) taking up about 60% of the total pixel area. Using a two-
stage amplifier, the collected charge from the bump-bonded sensor is amplified and passed
on to the discriminator. Once the collected charge reaches the adjustable threshold of a
comparator, the hit is discriminated and the time over threshold (ToT) recording starts.
The ToT is later translated to collected charge via a proportionality factor adjustable by
changing the return to baseline behaviour of the pixel. Linearity of the ToT signal is
achieved by using a continuous current-source reset on the preamplifier. The ToT read
out from the FE is an encoded value ToTCode, the translation to real ToT is shown in
Table 3.1.

Figure 3.4.: Schematic of the FE-I4 read-out chip’s analogue pixels, showing the two-stage
amplifier and discriminator [11]

For testing and calibration of the analogue section charges can be injected at the pream-
plifier input, and for testing the trailing digital section after the discriminator.
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3. The Insertable B-Layer Project

Each pixel stores 13 bit locally to control the injection switches, tune the feedback
current determining the charge to ToT proportionality factor, tune the discriminator
threshold, switch on the MonHit and HitOR output and for masking off the pixel.

Timewalk Depending on the energy deposited in the sensor the rise time of the pream-
plifier output differs. The maximum output is always reached after the same time, there-
fore the delay between the beginning of charge collection and reaching the discriminator
threshold differs. It is shortest for large charges and gets longer for smaller charges.
The difference between delays is called timewalk (Figure 3.5) and can be measured as a
function of collected charge.

Figure 3.5.: Sketch showing an analogue pixel’s preamplifier and discriminator output, illus-
trating the timewalk. The red line represents a large charge, the green line a small
charge

Digital Electronics

The digital circuitry is organized in digital double-columns centred in between pairs of
analogue columns (Figure 3.6). Inside the digital double-column four analogue pixels are
tied to a 4-Pixel Digital Region (4-PDR). Communication is handled inside the double-
columns and coordinated by peripheral logic. Hit information is stored locally in the
4-PDRs in 20 buffer memories, five for each analogue pixel, holding the ToTs during
trigger latency until triggering or erasing.
Inside the 4-PDRs a separate hit processing unit exists for each of the four discriminator

outputs, which provide timestamping and encode the ToT. An additional level of digital
discrimination can be used to distinguish small from large collected charges. When a
large charge is detected by one or more of the four hit processing units the central latency
counter is booked and four ToT buffers, one from each of the four hit processing units,
are associated to the event.
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3.2. The Ibl Module Design

Figure 3.6.: The 4-Pixel Digital Region (4-PDR) of the FE-I4, connected to four analogue
pixels

This processing scheme is advantageous in several ways. Resources are shared within
the 4-PDR, pixel-level storage reduces power consumption, digital discrimination of large
and small hits can be used for timewalk compensation and the active fraction is increased
by removing circuitry from the periphery.

Periphery

The periphery contains blocks for communication and operational tuning, data read-
back organization, fast data output serialization, extra testing capabilities, and prototype
blocks. For proper operation, the clock and the command Data-In need to be provided
via two LVDS inputs. Received trigger signals are decoded and sent to the 4-PDRs and
to the End of Chip Logic (EoCL). When a trigger passed to a 4-PDR confirms a hit, the
four ToTs associated with the hit are sent to the EoCL as well, where they are encoded
and saved in a FIFO to be read out.

Production IC

For the FE-I4B production IC one of multiple double-column flavours used on the FE-
I4A prototype IC was chosen and thus the chip made uniform. A few DAC ranges were
extended and an issue with leakage current on the pulse generator addressed. The Shift
Register read back needed to be made more reliable and the skipped trigger counter
properly implemented. Some new features, like a temperature sensing circuit and some
DAC related features, were implemented.
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4. The Experimental Set-up

This chapter describes the experimental set-up designed to most closely resemble the
environment faced by the device-under-test (DUT) in testbeams (TB). To achieve this a
Data Acquisition System (DAQ) similar to existing testbeam set-ups was constructed.
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Figure 4.1.: Sketch of the Data Acquisition system

4.1. Overview

The experimental set-up is divided into three parts. First is the Source Box (SB), con-
taining a Strontium source, a sensor (Section 3.2.1), a Front-End read-out chip (FE,
Section 3.2.2) and a scintillation detector. Next are a Trigger Logic Unit (TLU) and a
USBpix board, used to generate the trigger signal and communicate with the FE. Last
is the software controlling the set-up and writing the data (EUDAQ Run Control), and
configuring the FE via the USBpix board (STControl).
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The entire system including the communication links is shown in Figure 4.1 and de-
scribed below.

4.2. The Source Box

The Source Box (SB, Figure 4.2a) is a metal box housing and shielding the radioactive
source, sensor, FE and scintillation detector. The inside of the SB is divided horizontally
by a metal plate with a centred shutter, closed by a movable lead block a few centimetres
thick. On top of the shutter a lead box with a second shutter can be placed, containing
the radioactive source. Once this box is firmly in place its shutter is opened. The shutter
in the metal divider is only opened from outside the SB, simultaneously locking its door.

(a) The SB with metal divider and Styrofoam
box in place

(b) The Front-End and scintillation detector mounted
inside the SB

Figure 4.2.: The Source Box (SB)

The lower part of the SB contains a Styrofoam box, part of a cooling system for ir-
radiated sensors not used in this set-up. The box provided the base for mounting the
scintillation detector and FE as seen in Figure 4.2b. Using metal spacers the FE was
placed approximately 2 cm below the source and the scintillation detector just below the
FE.

Strontium Source

A particle beam was provided by the decay chain of the Strontium isotope 90Sr, decaying
to 90Y and further decaying to 90Zr, both via β−-decay. The first isotope has a half-life
of 28.78 a and emits electrons with an energy of 0.546MeV. The first decay product has
a half-life of 64.1 h and emits 2.282MeV electrons. The source used provided an activity
of 18MBq.
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Scintillation Detector

A V22B20/0.3-E1-PX scintillation detector by Scionix containing an EJ-204 plastic scin-
tillator by Eljen Technology, combined with a PMT type H10721-110, was used. It was
operated with an input voltage of 5V and a control voltage of 0.9V, experimentally de-
termined to produce an approximately 1 kHz output frequency with the source in place,
and negligible noise when the source was removed.

4.3. The USBpix System

4.3.1. Hardware

Figure 4.3.: USBpix board with FE-I4, the power to the Single Chip Card was actually pro-
vided by a dedicated power supply1

The USBpix system [15] was developed to provide a lightweight and modular read-out
system for the FE-I3 and FE-I4 read-out chips. It consists of a Multi-IO board, an Adapter
card and Single chip card specific to the flavour of FE under test. The system is connected
to a PC via USB2.0 and configured and controlled by the STControl software.
All hardware parts of the system can be seen in Figure 4.3 and are described below.

1http://icwiki.physik.uni-bonn.de/twiki/pub/Systems/UsbPix/USBpixFE-I4.jpg, 4th July
2013
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4. The Experimental Set-up

The Multi-IO Board

The S3 Multi-IO board version 1.03 [16] contains a USB2.0 micro-controller, an FPGA,
a 2MB SRAM, and a versatile arrangement of connectors. The micro-controller handles
the communication between the PC and the board, while the FPGA handles the commu-
nication between the board and the FE. It also stores the information sent by the FE in
the SRAM.
Communication to and from the PC is transmitted via the USB2.0 port, to and from

the TLU via an RJ45 port. The board is connected to the FE specific adapter card via a
100 pin connector, the three LEMO in- and three LEMO outputs were not used.

FE-I4 Adapter Card

The Adapter Card rev. 1.1a is connected to the Multi-IO board via the 100 pin connector
and to the Single Chip Card holding the FE via an RJ45 port. The card provides LVDS
signal buffers, contains the USB regulators and offers several headers for functionality
tests.

Single Chip Card

The Single Chip Card rev. 1.1 holds a wire-bonded FE and optionally a sensor bump-
bonded to the FE. Power for the FE is supplied by a dedicated power supply, while data
transfer between cards is accomplished using an RJ45 port. The bias voltage for the
sensor is supplied via a LEMO connector.

4.3.2. STControl

The USBpix system was controlled by the STControl software version 4.3 with EUDAQ
[17] integration, running on Windows XP. The application is based on the ATLAS PixLib
package, a collection of C++ classes used to access the ATLAS Pixel detector’s RODs.
It was adapted to communicate with an FE via the USB/FPGA interface and given a
graphical user interface (GUI) using ROOT and Qt.

The Main Window

The STControl main window (Figure 4.4) consists of a left and a right panel. The left panel
displays the modules and DCS objects stored in the loaded configuration, controlled via
GPIB, and provides interfaces for modification of the configuration and control of supply
voltages.
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4.3. The USBpix System

When operating STControl in standalone mode the right panel is used for sending
configuration commands to the modules, start scans, and view received data and logs.
This is done by choosing between several right panels, the most important of which are
listed below. When connected to a EUDAQ Run Control (Section 4.5) all these tasks are
handled by the Run Control.

Tool Panel Modules and DCS objects are initialized via the Tool panel.

PixScan Panel The PixScan panel offers a variety of scans in a drop-down menu, the
most important of which are the

RX_DELAY_SCAN Used to determine the proper timing for faultless read-out of the
FE, has to be done first.

ANALOG_SCAN Injects a predefined number of pulses at the FE’s preamplifiers and
records the number of replies per pixel to test the analogue pixels.

DIGITAL_SCAN Injects pulses after the analog pixels’ discriminators, used to test
the digital section.

SOURCE_SCAN Starts a data run recording a previously defined number of events
triggered by one of several possible trigger sources.

THRESHOLD_SCAN Injects different charges into the analogue pixel to precisly
determine the discriminator threshold.

Data Panel Examination of the scan results using ROOT histograms is done using the
Data Panel.

EUDAQ Integration

To be able to connect to the EUDAQ Run Control STControl is compiled in testbeam
mode, providing the USBpixI4 Producer (Section 4.5.1) and creating a second STControl
executable offering the -r [IP-Address] parameter to connect to a Run Control, running
at the specified IP, via the TCP/IP protocol. Communication between STControl and
the Run Control is managed by the Producer, allowing the Run Control to perform all
necessary operations for data recording.
When starting a run via the RunControl the TESTBEAM_EUDAQ scan is automatically

selected within STControl, preconfigured to listen on the Multi IO board’s RJ45 port for
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(a) Left Panel, Tool Panel and Data Panel

(b) The Main Control and Basic Par’s tabs of the PixScan Panel

Figure 4.4.: Pictures of various panels of the STControl application, showing interfaces for
configuration of modules and DCS objects, choosing scans and trigger modes, and
data analysis
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triggers from a TLU and respond in Trigger Data Handshake mode. It is also set up
to record the maximum number of 9 999 999 events before quitting, so the run can be
stopped from the Run Control and is not previously force stopped by STControl. All
data is passed to the Run Control’s Data Collector by the USBpixI4 Producer.

4.4. The Trigger Logic Unit

(a) A TLU v0.2a connected to the
beam-trigger, DUT and DAQ

(b) Sketch of the front panel of a TLU v0.2c [18]

Figure 4.5.: The Trigger Logic Unit, shown are a picture of a TLU v0.2a and a sketch of a
TLU v0.2c

To trigger the FE read-out via the USBpix board based on the scintillation detector’s
output a EUDET JRA1 Trigger Logic Unit v0.2a (TLU, Figure 4.5) [19] was used. It was
developed at Bristol University to communicate trigger information between the beam-
trigger, DAQ and DUT in testbeam environments. Below the used TLU v0.2a and the
improved TLU v0.2c [18] are described, both of which provide multiple trigger in- and
outputs, clock I/O and a USB2.0 interface to the Run Control. If no version is specified
the description applies to both.

4.4.1. Trigger IO

The TLU provides four channels for trigger input, which can be logically linked via AND-
and OR-masks. The TLU creates an output trigger signal on a previously defined ar-
rangement of ports, when a combination of triggers matching the defined mask is received.
Available are six RJ45 ports transmitting LVDS signals, two LEMO ports transmitting
TTL signals and two LEMO ports transmitting NIM signals. Only the RJ45 ports can
be operated in all three of the TLU’s trigger handshake modes, since only those transmit
a TRIGGER_CLOCK line in addition to the TRIGGER, BUSY and RESET lines. Therefore they
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were chosen to convey the trigger to the DUT. The mentioned trigger handshake modes
are:

No-Handshake: The TLU raises the TRIGGER line for a fixed period of time whenever
a trigger is supposed to be issued.

Simple Handshake When a trigger is issued the TLU asserts TRIGGER and only de-
asserts it when the DUT raises the BUSY line in response. After BUSY goes low
again the TLU is sensitive to new triggers.

Trigger Data Handshake The TLU asserts TRIGGER, in response the DUT asserts
BUSY. Once the TLU recognizes BUSY going high it de-asserts TRIGGER and
switches the TRIGGER line to the output of a shift register holding the TriggerID.
In response the DUT clocks out the ID by toggling TRIGGER_CLOCK. Once 15
cycles are completed the TLU returns TRIGGER to low, the DUT de-asserts BUSY
and after 16 cycles the system is sensitive to new Triggers (Figure 4.6).

Since the TriggerID can be used to match the triggers issued by the TLU to events
recorded by the DAQ later on the Trigger Data Handshake was chosen.

Figure 4.6.: Timing of signals in Trigger Data Handshake mode [18]

4.4.2. Timing

By default the TLU uses a 48MHz clock on the internal USB-FPGA-board for timing.
Using this clock trigger information and commands are processed and timestamps for the
issued triggers generated. The clock source for timestamp generation can supposedly be
changed to an external clock, in this case taken from the RefClk headers on the USBpix
board’s Adapter card. This signal needed to be boosted in order to minimize the power
drawn from the Adapter card, achieved by building a LVDS Booster board (Figure 4.7).
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Figure 4.7.: LVDS Booster board built to boost the clock signal taken from the USBpix system
and passed to the TLU

Timestamps

Based on the selected clock a 64 bit timestamp is generated and recorded for each trigger
issued. It is obtained by the DAQ via writing a specific sequence of registers on the TLU’s
FPGA and saved per event.

TLU v0.2a The timestamps generated by this version are increased by a value of 8
once per clock cycle, thus providing a resolution of 25 ns when using the Lhc’s 40MHz
clock.
Using this TLU version’s default firmware v241 an external clock should be selectable

for timestamp generation by setting the CLOCK_SOURCE_SELECT_ADDRESS to 1. This failed
because the TLU became unoperational when this firmware was loaded, so an internally
generated 40MHz clock had to be used for timestamp generation, provided by the firmware
v65_40MHz.

TLU v0.2c The timestamps generated by this version are incremented eight times per
clock cycle, thus providing a precision of 3.125 ns when using the Lhc’s 40MHz clock.
This version is outfitted with a clock board containing a CDE929 PLL chip, capable

of generating a large variety of clocks. Either from an external clock or a quartz crystal,
depending on links on a header on the clock board. The source of the clock used by the
FPGA can be set by writing the CLOCK_SOURCE_SELECT_ADDRESS register, the same as
for the TLU v0.2a. When using the TLU v0.2c’s default firmware v253 writing 0 to the
register selects the output from the clock board, and thus an external clock when also
correctly configuring the clock board.

Trigger Latency

Due to the wiring inside the TLU and processing time of the FPGA a (27.3± 3.0) ns
delay exists between a trigger arriving at the TLU and a trigger being issued. The
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uncertainty reflects a wide range of factors, e.g. temperature variations and differences in
supply voltage, which may vary from day to day but can be assumed constant for a single
run, therefore greatly reducing the uncertainty to a jitter of 31 ps RMS according to lab
measurements [18]. Since this timespan is negligible compared to the 3.125 ns resolution
of the timestamp the trigger latency is assumed constant.

4.4.3. FPGA Registers and Address Map

To configure the TLU a specific firmware file is loaded and several registers specified by the
firmware are written by the TLU Producer, part of the EUDAQ Run Control (Section 4.5).
The most important registers are listed below.

TRIG_INHIBIT_ADDRESS Enables and disables triggers.

STATE_CAPTURE_ADDRESS Copies the current BUFFER_POINTER, TIMESTAMP,
TRIGGER_COUNTER and TRIGGER_IN counters to the read-out registers.

INITIATE_READOUT_ADDRESS Prepares the data transfer from the TLU.

CLOCK_SOURCE_SELECT_ADDRESS Switches the clock source for the timestamp
between internal and either front panel or clock board clock

BEAM_TRIGGER_AMASK_ADDRESS Contains the AND mask for input triggers.

DUT_MASK_ADDRESS Sets the active DUT sockets.

DUT_TRIGGER_ADDRESS Asserts TRIGGER for one clock cycle.

DUT_BUSY_ADDRESS Value of the BUSY line coming from the DUT.

TIMESTAMP_ADDRESS Holds the current timestamp, copied to
REGISTERED_TIMESTAMP_ADDRESS when writing to STATE_CAPTURE_ADDRESS

4.5. The EUDAQ Run Control

The EUDAQ software consists of a collection of individual processes, designed for porta-
bility and modularity. The central process is the Run Control [17], receiving information
from and sending commands to all other running processes. Its GUI shows all registered
processes and their status and provides an interface for configuration and run control.
The processes needed for proper operation of the DAQ system and any modifications are
described below, a schematic of the software’s architecture is shown in Figure 4.8.
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Figure 4.8.: Schematic of the EUDAQ architecture [17]

4.5.1. Producer

All components of the DAQ system producing data need a process called Producer for
operation. It passes the data generated by the component, properly encoded for later
analysis, to the Data Collector and relays all commands issued by the Run Control to
the hardware. This is achieved through a specific set of functions matching the options
offered to the user by the Run Control, called when making the corresponding user input.
For this set-up two Producers were used, the TLU Producer, part of EUDAQ, and US-

BpixI4 Producer, part of STControl with EUDAQ integration. The TLU Producer uses
functions from the TLUController class, extended for setting the clock for timestamp
generation to an external source. The method SetClockSourceSelect (Listing A.1) was
implemented as a public member function of the TLUController class and the corre-
sponding function call added to the OnConfigure method of the TLU Producer. De-
pending on the firmware loaded during configuration a specific value to be written to
SELECT_CLOCK_SOURCE_ADDRESS has to be set in the TLU Producer and the software re-
compiled. The function’s output, visible in the TLU Producer’s GUI, showed the function
being called correctly.
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4.5.2. Other Processes

Data Collector

All data streams are transmitted to the Data Collector to be combined and stored on
disk. Using the Serializer class the structured data objects are serialized and passed
on to the FileWriter class to be written to binary raw files.

Log Collector

Similar to the Data Collector combining and storing all data streams the Log Collector
receives all log messages, generated by the DAQ or entered by the user, and stores them in
a single file. This approach offers easy access to all log messages for faster troubleshooting.

Online Monitor

The data file written by the Data Collector is read once per second by the Online Monitor,
immediately displaying its contents using a set of Root histograms. This offers close
monitoring of the DAQ’s operation and provides almost real-time access to the recorded
data.

4.5.3. Configuration

From the Run Control GUI a configuration file has to be chosen and applied to the
registered processes using the Config button. The file consists of an individual section for
each Producer, containing a set of key and value pairs modifying the Producer’s default
settings. The config file used is shown in Listing A.2.
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This chapter describes the framework used to analyse the data collected by the DAQ
system described in Chapter 4. It consists of the parts of the EUDAQ software used to
extract the relevant data from the binary raw files written by the DAQ, and the tools
developed to analyse this data and calculate the timewalk.

5.1. EUDAQ Analysis Software

The EUDAQ software contains a Converter.exe executable for converting the binary
raw files used for data storage to certain other formats. This is achieved by calling a
specified extension of the FileWriter class for writing the data to a new file. The File
Writer calls the FileReader class and the needed Data Converter Plugins to gain access
to the data to be converted.

5.1.1. Data Converter

The binary raw files written by the DAQ part of the EUDAQ software are read by the
FileReader class using the Deserializer class. Blocks of binary data are copied from
a file to a data object, to be interpreted by the Data Converter Plugins matching the
Producers used when storing the data. They transform the data to multiple structured
data objects, each holding a specific kind of information.
This analysis uses the TLUConverterPlugin to retrieve the TriggerID and the times-

tamp, and the USBpixI4ConverterPlugin to retrieve the Time-over-Threshold (ToT)
and LVL1 Trigger ID (LVL1ID) from the stored data.
All information gathered is combined on a per event basis to reconstruct the individual

events. An event is identified by the run number and unique event number and corre-
sponding timestamp. All additional information provided by the sensors is attached to
the event in sensor specific planes, identified by a unique ID for each sensor. From these
reconstructed events the relevant data was extracted by a specifically designed extension
of the FileWriter class, called FileWriterTwAnalysis.
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5.1.2. File Writer

The FileWriterTwAnalysis class (Listing A.3) is adapted from the existing FileWriter
classes provided by the EUDAQ package. It creates an ofstream object associated with
a file matching the current run number, which is passed to the PrintTsLvl1ToT method.
This method is a public member function added to the StandardEvent class to extract
the desired information from the reconstructed events and print them to the ofstream
object passed as a parameter.
The method (Listing A.4) first checks if the current event contains any sensor planes,

avoiding errors when called from a Begin of Run Event (BORE) or End of Run Event
(EORE). It then cycles through the 16 frames attached to the first and only plane
(USBPIXI4), containing the data from the FE. Each frame corresponds to a LVL1ID
and may contain one or more hits, determined using the HitPixels method of the
StandardPlane class. For each hit the timestamp of the event, the LVL1ID (equal to
the frame number), the ToT and, for consistency checks, the TLU Trigger ID recorded
by USBpix and the event number recorded via the TLU Producer are written to the
ofstream object passed to the function.

5.2. Code Development

The files created by the FileWriterTwAnalysis class contain three mandatory columns
holding the timestamp, ToT and LVL1ID, and may contain additional columns containing
optional information. To read these files, calculate the timewalk based on the method
described in Section 6.1, and save the obtained data to file a C++ class was developed.

The Data Class

The Data class (Listings A.5 –A.6) was designed to read, store and operate on variable
sets of data with variable numbers of integer values. An object of the Data class consists
of a two dimensional integer array storing the data, and two additional integer values
holding the array’s number of rows and columns.
Two special Constructors are provided, one taking a data file and its number of columns

as parameters and creating a Data object from it, another creating a Data object with
numbers of rows and columns given as parameters, initialized with an optional third
parameter, zero by default.
To construct a Data object from a file the readData method was designed, also called by

the Constructor taking the same parameters. Using the writeData method Data objects
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can be stored in files of given name as a space-separated matrix.
Operations on Data objects can be performed using specific methods for setting or

getting the value of a specified element. Two more methods are provided to respectively
return the number of columns or rows of a Data object.

The TwAnalysis Tool

To calculate the timewalk using the methods provided by the Data class the TwAnalysis
application (Listing A.7) was developed. It has to be called with at least two command-
line arguments. The first one is the number of columns in the files created by the
FileWriterTwAnalysis plugin, the remaining the file names.
First the tool constructs a Data object from each file and does in-place calculations

on the objects (Section 6.1), replacing the previous values in the objects but leaving the
data files untouched. Then another Data object is created containing an element for each
combination of the previously calculated delay value and ToT possible. This object is
used to determine the number of times each combination occurred and then stored in a
new file for plotting using Root.
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6. Timewalk Measurement

This chapter explains the method used to determine the timewalk’s dependence on the
charge collected by the FE (Section 3.2.2), and presents the acquired results.

6.1. Measurement Method

The measurement method is described in two parts, since the timing of the individual
components’ responses is best illustrated at a per hit level, while the computation of the
timewalk is based on statistics, thus needing to be presented at a level of at least a few
thousand events.

6.1.1. Timing

An overview of the relevant timing information for timewalk calculation is shown in Fig-
ure 6.1. The baseline for all timings is the Lhc/USBpix 40MHz clock, to which the TLU’s
clock was supposed to be synchronized. Synchronization of the USBpix and TLU clocks
is necessary to ensure consistency across all components and events, but could not be
achieved, due to issues with the TLU v0.2a used.

TLU

When an electron is emitted by the Strontium source it travels through the sensor and FE,
and shortly thereafter through the scintillation detector. The TLU’s discriminator then
registers the signal coming from the scintillation detector and issues a trigger signal, at
the same time copying the current timestamp to the read-out register. This process takes
the same amount of time for all electron energies. Therefore the timestamp provides an
independent marker of the time the hit occurred in the sensor, with a precision of 3.125 ns
and biased by a constant offset1.

1Only using a TLU v0.2c, using a TLU v0.2a with a precision of 25 ns

37



6. Timewalk Measurement
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Figure 6.1.: Schematic of the timing of the DAQ components’ responses for a single hit

Front-End

When an electron emitted by the Strontium source travels through the sensor, attached
to the FE, it creates a certain amount of free charges, depending on its energy. These
charges immediately induce a signal at the read-out electrode, connected to one of the
FE’s analogue pixels. The output of the analogue pixel’s preamplifier starts rising and
reaches its maximum after a fixed amount of time, independent of the energy deposited.
The amplitude of the signal reflects the amount of charges collected at the sensor’s read-
out electrode and thus depends on the energy deposited, leading to a variation of the rise
time of the signal depending on the energy of the electron. The signal is passed to the
analogue pixel’s discriminator, registering a hit once the signal reaches the discriminator’s
threshold. This means, the time passed between the hit occurring in the sensor and the
FE registering the hit depends on the amount of energy being deposited by the electron.
The delay is the timewalk.
For every hit the FE determines the time the discriminator was over threshold (ToT),

proportional to the amount of charges collected. The ToT is stored in the 4-PDR attached
to the hit pixel along with an internal timestamp.
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USBpix

When the USBpix board receives the TLU Trigger the corresponding hit was already
registered by the FE, and most likely more hits occurred since then. The already delayed
trigger is purposely delayed even further by the USBpix board, for a timespan called
trigger delay. It is adjustable via the lvl1_delay option of the USBpix Producer. After
the trigger delay the USBpix board sends a LVL1 trigger to the FE, which contains a
timestamp generated based on the time the TLU trigger was received by subtracting an
amount of time called trigger latency, accounting for the delay in between the hit occurring
and the LVL1 trigger being received by the FE. The FE then checks for hits saved in the
4-PDRs with a timestamp matching the LVL1 timestamp. If a hit was found in the
clock cycle matching the LVL1 timestamp or one of the following 15 cycles a LVL1ID
corresponding to the clock cycle is attached to the hit, the hit data read out, and passed
to the Run Control.

6.1.2. Statistics

Since the time within a clock cycle at which a hit occurs and the energy of the incident
electron are randomly distributed a statistical process was used to determine the timewalk.
The values needed were the timestamp provided by the TLU, and the LVL1ID and ToT
provided by USBpix or rather the FE.
First the position of a hit within the clock cycle it occurred in is determined by evalu-

ating the timestamp t of the hit modulo eight, since the timestamp is incremented eight
times per clock cycle2. To determine the time passed between the hit and the rising flank
of the first LVL1 clock cycle the LVL1ID times eight is added to the timestamp modulo
eight, resulting in a value in units of 3.125 ns3 referred to as adjusted timestamp tadj with

tadj = t mod 8 + LVL1ID · 8 .

Evaluating the 16 LVL1IDs times eight timestamps per clock cycle results in 128 possible
adjusted timestamps, ranging from 0 to 127. This number of possible adjusted timestamps
exists for each of the 13 possible ToTs a hit can have associated, ranging from 1 to 13,
resulting in a total of 1664 possibilities to bin a hit. For each of the 128 bins per ToT
the number of hits occupying it is determined and plotted versus the number of the bin,
representing the adjusted timestamps. The resulting 13 plots are shown and discussed in
Subsection 6.2.1.

2Increased once per clock cycle by eight when using a TLU v0.2a, allowing to use the same analysis
325 ns when using a TLU v0.2a
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From these plots the adjusted timestamps at half maximum were calculated and plotted
dependent on the ToT plot they were extracted from. The resulting plot (Figure 6.4)
represents the timewalk in the FE-I4 read-out chip.

6.2. Results

6.2.1. Box Plots

The Figures 6.2–6.3 should show box plots, each box approximately one ToT wide. Since
a TLU v0.2a had to be used the timestamps, providing the temporal resolution of the
measurement, were spaced 25 ns apart. This led to a coarse measurement. Instead of
a steeply rising flank, a plateau, and a steeply falling flank forming a box only a sharp
peak was observed in each plot, making it impossible to fit a box function to the data. A
Gaussian function

Occurrence(tadj) = Constant · exp
−1

2

(
tadj −Mean

Sigma

)2


was determined as the best possible description of the data and fitted using the χ2-
method. The values of the fit parameters are displayed in each plot.

6.2.2. Timewalk

The values at half maximum of the box plots (Figures 6.2–6.3) were calculated and plotted
dependent on the ToT represented by the box plot, resulting in a final plot (Figure 6.4)
representing the timewalk in the FE-I4. The value of the adjusted timestamp at half
maximum (HM) of the rising flank of each plot was calculated via

tHM = Mean−
√

ln 4 · Sigma ,

the error σt via Gaussian error propagation

σt =

√√√√(σMean
∂tHM

∂Mean

)2

+
(
σSigma

∂tHM

∂Sigma

)2

=
√
σ2

Mean + ln 4 · σ2
Sigma .

The plot shows the expected inverse correlation between the deposited charge and the
delay before the hit is registered by the FE. The large delays are caused by the LVL1ID
of the hits, irrelevant for the following analysis. The important difference ∆t between the
largest and smallest delay is
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Figure 6.2.: The plots show the number of occurrences of each adjusted timestamp for the
ToT values 1 to 6. A Gaussian function was fitted to the values, visibly shifting
towards lower adjusted timestamps for higher ToTs
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Figure 6.3.: The plots show the number of occurrences of each adjusted timestamp for the
ToT values 7 to 13. A Gaussian function was fitted to the values
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Figure 6.4.: The timewalk in the FE-I4 read-out chip, calculated using timestamps with a
25 ns resolution, provided by a TLU v0.2a

∆t = t(ToT = 1)− t(ToT = 11)
= (259.96± 0.05) ns− (233.70± 0.07) ns
= (26.26± 0.09) ns .

Clearly visible is the asymptotic behaviour seen for ToT> 9, resulting in a difference
∆tasym = t(ToT = 9) − t(ToT = 13) of only (0.16± 0.13) ns. The errors σt calculated
using only the errors of the fit parameters are very small (σt,rel = σt/t < 0.05%) and are
therefore not visible in the plot. They cannot represent the total errors of the delays,
since the large reduced χ2 of the fits and the alternative function used for fitting have to
be accounted for, leading to a much larger error, probably in the order of 10 ns.
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7. Conclusion and Outlook

7.1. The Set-up

During the building and testing phases as well as during physics operation the set-up was
found to be prone to errors of various types. On the hardware side the trigger mech-
anism of the TLU v0.2c was found to be defunct, requiring a replacement unit. This
was a prototype TLU v0.2a, missing the precise timestamp feature implemented in the
final version. Additionally it showed errors regarding operation using different firmware
versions and clock IO. The scintillation detector required some fine tuning of the control
voltage before functioning flawlessly, while the USBpix board, FE and sensor performed
well from the start.

Setting up the software proved to be difficult, due to issues during both compilation
and operation. Whenever the attempt was made to configure STControl more than once
via the Run Control an error occurred, requiring both applications to be restarted. The
modifications implemented in the TLU Producer could not be properly tested, since the
TLU did not function using the default firmware. No documentation was provided for the
custom firmware distributed with the EUDAQ software, making it impossible to adapt
the modifications to this version.
Once the system was fully set up and well configured the data acquisition worked

flawlessly, recording several million events in a matter of hours.

7.2. Timewalk Measurement

Due to the issues described above the measurements could not be performed as intended.
Inconsistencies were likely introduced in the recorded data, caused by the TLU and US-
Bpix clocks not being synchronized. Using the TLU’s internal clock rather than the
externally provided USBpix clock introduced a random element to the timestamps, sup-
posed to provide a static reference point. Due to the low temporal resolution of the TLU
v0.2a’s timestamp of 25 ns the impact of this effect was likely minor. The low resolution

45



7. Conclusion and Outlook

itself was a far greater problem, resulting in only 12.5% of the data points aimed for being
actually recorded. As a consequence the supposed to be box shaped plots were found to
show sharp peaks, consisting of only one or two data points. As expected fitting a box
function to these plots was impossible, and the Gaussian functions used instead resulted
in reduced χ2s in the order of 102 to 103. The small errors of the fit parameters, resulting
in small errors of the final values, are therefore misleading and expected to be much larger
than the error propagation suggests.

The timewalk seen in Figure 6.4 shows the expected behaviour of decreasing delays for
increasing charges. The maximal delay was determined to be (26.26± 0.09) ns, observed
between the ToTs 1 and 11. A near constant delay was found for ToTs greater than 9. The
errors of the data points are four orders of magnitude smaller than the values, suggesting
a high precision of the measurement. This contradicts the actual measurement and is due
to the high χ2s not accounted for in the final data.

7.3. Outlook

Even though quite probable results were obtained the timewalk measurement needs to be
repeated. A working TLU v0.2c has to be acquired, using which the modifications to the
TLU Producer have to tested. After successful synchronization of the USBpix and TLU
clocks data sets containing the precise timestamp need to be recorded. The adapted File
Writer and developed analysis tools can then be used to evaluate the data and calculate
the timewalk. Optionally the precision of the result can be improved further by extending
the File Writer to extract the coordinates of the hit pixels as well, so an extended version
of the analysis tools can use these coordinates in combination with calibration data spe-
cific to the FE for an accurate ToT to charge conversion.

The developed File Writer and analysis software handled the data processing well,
but limitations were suspected, especially when evaluating larger amounts of data. To
increase usability and performance of the Data class several improvements need to be
implemented. The arrays currently used should be replaced by vector objects for easier
creation and access. The memory footprint could be reduced by implementing structs
designed for specific data sets. Versatility could be greatly improved by using templates,
while user-friendliness would benefit from moving the software to Root, requiring less
user input when going from data analysis to plotting.
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A.1. EUDAQ

Listing A.1: Public member function added to the TLUController class,
called by the TLU Producer

void TLUController :: SetClockSourceSelect (int bit_val ){
if ( m_addr ) {

WriteRegister (m_addr -> TLU_CLOCK_SOURCE_SELECT_ADDRESS , bit_val );
std :: cout << ‘‘Set CLOCK_SOURCE_SELECT_ADDRESS to ’ ’ << bit_val /

<< std :: sendl;
5 }

}

Listing A.2: Configuration of the DAQ system, applied via the EUDAQ RunControl

[ RunControl ]
RunSizeLimit = 100000000
NoTrigWarnTime = 10

4

[ DataCollector ]

[ LogCollector ]
SaveLevel = EXTRA

9 PrintLevel = INFO

[ Producer .TLU]
AndMask = 1
OrMask = 0

14 VetoMask = 0
DutMask = 2
TriggerInterval = 0
TrigRollover = 0
EnableDUTVeto = 3
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19

[ Producer . USBpixI4 ]
SkipConfiguration = no
config_file = F:\ Users\ bklaas \66-W13 - IBL1_3000_ToT .cfg.root
fpga_firmware = C:\ USBPix \releaseI4 -4.3 - beta\ config \ usbpixi4 .bit

24 SRAM_READOUT_AT =30
# lvl1_delay =26

A.2. Analysis Tools

Listing A.3: FileWriterTwAnalyses.cc,
written to extract Timestamps, LVL1_ID and ToT from EUDAQ binary raw files

#include " eudaq / F i l eWr i t e r . hh "
#include " eudaq /Fi leNamer . hh "
#include " eudaq /PluginManager . hh "
#include <iostream >

5 #include <fstream >

namespace eudaq {

class FileWriterTwAnalysis : public FileWriter {
10 public:

FileWriterTwAnalysis (const std :: string &);
virtual void StartRun (unsigned);
virtual void WriteEvent (const DetectorEvent &);
virtual unsigned long long FileBytes () const;

15 virtual ~ FileWriterTwAnalysis ();
private:

std :: ofstream m_file ;
};

20 namespace {
static RegisterFileWriter < FileWriterTwAnalysis > reg( " TwAnalys is " )/

;
}

FileWriterTwAnalysis :: FileWriterTwAnalysis (const std :: string & /
param)

25 : m_file ( "dummy . t x t " ) {
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std :: cout << "EUDAQ_DEBUG: This i s F i l eWr i t e rTwAna ly s i s : : /
F i l eWr i t e rTwAna ly s i s ( " << param << " ) " << std :: endl;

}

void FileWriterTwAnalysis :: StartRun (unsigned runnumber ) {
30 std :: cout << "EUDAQ_DEBUG: F i l eWr i t e rTwAna ly s i s : : StartRun ( " << /

runnumber << " ) " << std :: endl;
// c l o s e an open f i l e
if ( m_file . is_open ()) {

m_file .close ();
}

35

// open a new f i l e
std :: string fname( FileNamer ( m_filepattern ).Set( ’X ’ , " . t x t " ).Set( ’ /

R ’ , runnumber ));
m_file .open(fname.c_str ());
if (! m_file . is_open ()) EUDAQ_THROW ( " Er ro r open ing f i l e : " + fname/

);
40 }

void FileWriterTwAnalysis :: WriteEvent (const DetectorEvent & devent )/
{
if( devent . GetEventNumber () % 10000 == 0)

std :: cout << "EUDAQ_DEBUG: F i l eWr i t e rTwAna ly s i s : : WriteEvent/
( ) p r o c e s s i n g event "

45 << devent . GetRunNumber () << " . " << devent ./
GetEventNumber () << std :: endl;

if ( devent . IsBORE ()) {
PluginManager :: Initialize ( devent );
return;

50 }

// d i s e n t a n g l e t h e d e t e c t o r e v e n t
StandardEvent sevent ( PluginManager :: ConvertToStandard ( devent ));
sevent . PrintTsLvl1Tot ( m_file );

55 }

FileWriterTwAnalysis ::~ FileWriterTwAnalysis () {
// i f ( m_f i l e . i s_open ( ) ) {
// m_f i l e . c l o s e ( ) ;

60 // }
}
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// J u s t t o a v o i d e r r o r s
unsigned long long FileWriterTwAnalysis :: FileBytes () const { /

return 1337; }
65

}

Listing A.4: Public member function added to the StandardEvent class,
called by FileWriterTwAnalysis

void StandardEvent :: PrintTsLvl1Tot (std :: ofstream & os) const {
// I f i t i s an e v e n t p l a n e . . .

if( m_planes .size () > 0)
4 // c y c l e t h r ou g h a l l 16 LVL1_IDs . . .

for(unsigned lvl1 = 0; lvl1 < m_planes [0]. NumFrames (); lvl1 ++)
// and f o r each LVL1 c y c l e t h r o ug h a l l r e c o r d e d h i t s .

for(unsigned HitNo = 0; HitNo < m_planes [0]. HitPixels (lvl1); /
HitNo ++) {

os << Event :: GetTimestamp () << " " ;
9 os << lvl1 << " " ;

// P r i n t ToT
os << m_planes [0]. GetPixel (HitNo , lvl1) << " " ;

// O p t i o n a l l y p r i n t TLU_ID and EventNumber f o r c o n s i s t e n c y check
os << m_planes [0]. TLUEvent () << " " ;

14 os << Event :: GetEventNumber () << std :: endl;
}

}

Listing A.5: Header file of the Data class, designed to easily read, edit, and store the acquired
data

#ifndef Data_H
#define Data_H

4 class Data{
private:

int m_numberOfColumns ;
int m_numberOfRows ;
unsigned long long** m_data ; // FIXME: was te o f memory t o save/

l v l 1 and t o t as t yp
9 public:

Data () {};
Data(char* dataFile , int numberOfColumns );
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Data(int numberOfColumns , int numberOfRows , unsigned long long /
initial = 0);

14 void readData (char* input_file , int numberOfColumns );
void writeData (char* newFile );

int getColumns (){return m_numberOfColumns ;};
int getRows (){return m_numberOfRows ;};

19

void setColRow (int column , int row , unsigned long long value);
unsigned long long getColRow (int column , int row);

};
#endif // Data_H

Listing A.6: Source of the Data class, designed to easily read, edit, and store the acquired
data

#include <iostream >
2 #include <fstream >

#include " Data . h "

using namespace std;
7

Data :: Data(char* dataFile , int numberOfColumns ){
readData (dataFile , numberOfColumns );

}

12 Data :: Data(int numberOfColumns , int numberOfRows , unsigned long long /
initial ){

m_numberOfColumns = numberOfColumns ;
m_numberOfRows = numberOfRows ;

// needs t y p e c o n s t as argument
17 const int x = m_numberOfColumns ;

const int y = m_numberOfRows ;
m_data = new unsigned long long*[x];
for(int i = 0; i < m_numberOfColumns ; i++)

m_data [i] = new unsigned long long[y];
22

for(int i = 0; i < m_numberOfColumns ; i++)
for(int j = 0; j < m_numberOfRows ; j++)

m_data [i][j] = initial ;
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}
27

void Data :: readData (char* input_file , int numberOfColumns ){
double dummyElement ; // H i l f s v a r i a b l e zum Datenzaeh l en
int elementCounter =0; // Nimmt Anzahl der Datenpunkte /

au f
ifstream dataFile ( input_file ); // Gegebenen Da t en sa t z o e f f n e n

32 cout << " \ nReading F i l e ’ " << input_file << " ’ . . . " << endl;

// Anzahl der gegeben Datenpunkte e r m i t t e l n
while(true){

dataFile >> dummyElement ; // D u r c h l a e u f t z e i l e n w e i s e d i e /
I n p u t d a t e i

37 if( dataFile .eof ())
break; // Am Ende der Date i d i e S c h l e i f e /

v e r l a s s e n ,
elementCounter ++; // s o n s t D a t e n p u n k t z a e h l e r /

erhoehen
}

42 m_numberOfRows = elementCounter / numberOfColumns ;
m_numberOfColumns = numberOfColumns ;
cout << "Number o f e l emen t s : " << elementCounter << endl;
cout << "Number o f rows : " << m_numberOfRows << endl;
cout << " Reading data . . . " ;

47

// needs t y p e c o n s t as argument
const int x = m_numberOfColumns ;
const int y = m_numberOfRows ;
m_data = new unsigned long long*[x];

52 for(int i = 0; i < m_numberOfColumns ; i++)
m_data [i] = new unsigned long long[y];

dataFile .clear ();
dataFile .seekg (0); // D a t e i z e i g e r z u r u e c k s e t z e n

57

// Daten aus der Date i in d i e Arrays s c h r e i b e n
for(int i = 0; i < m_numberOfRows ; i++)

for(int j = 0; j < m_numberOfColumns ; j++)
dataFile >> m_data [j][i];

62

dataFile .close ();
cout << " done ! \ n " << endl;

}
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67 void Data :: writeData (char* newFile ){
ofstream dataFile ( newFile );
cout << " Wri t ing to " << newFile << " . . . " ;

for(int i = 0; i < m_numberOfRows ; i++)
72 for(int j = 0; j < m_numberOfColumns ; j++){

dataFile << m_data [j][i];
if(j == m_numberOfColumns -1)

dataFile << endl;
else

77 dataFile << " " ;
}

cout << " done ! \ n " << endl;
}

82

void Data :: setColRow (int column , int row , unsigned long long value){
m_data [ column ][ row] = value;

}

87 unsigned long long Data :: getColRow (int column , int row){
return m_data [ column ][ row ];

}

Listing A.7: Source of the TwAnalysis application, designed to calculate the timewalk using
the Data class

1 #include <iostream >
#include <cstdlib >

#include " Data . h "

6 #define INC_PER_CLOCK 8
#define TIMESTAMP 0
#define LVL1 1
#define TOT 2

11 using namespace std;

int main(int argc , char* argv []){
// par s e number o f f i l e g i ven , do comput ing f o r a l l f i l e s
// argv [ 1 ] i s number o f columns
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16 const int numberOfFiles = argc - 2;

// g e t t imestamp , l v l 1 and t o t from f i l e s
Data* tsLvl1Tot = new Data[ numberOfFiles ];
for(int i = 0; i < numberOfFiles ; i++)

21 tsLvl1Tot [i]. readData (argv[i+2], atoi(argv [1]));

cout << " C a l c u l a t i n g ad j u s t e d t imestamps . . . " << flush;
// a l l t imes tamps modulo 8
for(int i = 0; i < numberOfFiles ; i++)

26 for(int j = 0; j < tsLvl1Tot [i]. getRows (); j++)
tsLvl1Tot [i]. setColRow (TIMESTAMP , j, tsLvl1Tot [i]. getColRow (/

TIMESTAMP , j) % INC_PER_CLOCK );

// c o r r e c t mod . t imes tamps by l v l 1 −o f f s e t
for(int i = 0; i < numberOfFiles ; i++)

31 for(int j = 0; j < tsLvl1Tot [i]. getRows (); j++)
tsLvl1Tot [i]. setColRow (TIMESTAMP , j, tsLvl1Tot [i]. getColRow (/

TIMESTAMP , j)
+ tsLvl1Tot [i]. getColRow (LVL1 , j) * INC_PER_CLOCK );

cout << " done ! \ n " << endl;

36 cout << " Counting ad j u s t e d t imestamps . . . " << flush;
// count t h e o c c u r e n c e s o f an a d j u s t e d t imestamp in a ToT b i n

// c r e a t e an array f o r each t o t w i t h an e n t r y f o r each p o s s i b l e /
t imewa l k (128)

// which h o l d s t h e number o f o c c u r e n c e s o f t h a t ad . t imestamp
Data totAdTsOc (15, 128); // a u t o m a t i c a l l y i n i t i l i z e d t o 0

41

// count t h e number o f o c c u r e n c e s
// FIXME: i n c r e m e n t i n g s h o u l d be more e l e g a n t
for(int i = 0; i < numberOfFiles ; i++)

for(int j = 0; j < tsLvl1Tot [i]. getRows (); j++)
46 totAdTsOc . setColRow ( tsLvl1Tot [i]. getColRow (TOT -1, j), /

tsLvl1Tot [i]. getColRow (TIMESTAMP , j),
totAdTsOc . getColRow ( tsLvl1Tot [i]. getColRow (TOT -1, j), /

tsLvl1Tot [i]. getColRow (TIMESTAMP , j))+1);
cout << " done ! \ n " << endl;

// save ad . t imestamp ( second i n d e x in totAdTsOc ) and
51 // c o u n t e r ( e n t r y in totAdTsOc ) t o f i l e

char* outFileName = " binnedTimestamps . dat " ;
totAdTsOc . writeData ( outFileName );

54



A.2. Analysis Tools

return 0;
56 }
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